Are they using my feedback? The extent of students’ feedback use has a large impact subsequent academic performance.

Feedback is known to produce student learning gains (Hattie 2008) and the emergence of online tools has greatly enhanced the opportunity for delivering timely, expressive, digital feedback, and for investigating its learning impacts (Ellis 2013). However, to date there have been no large quantitative investigations of the feedback provided by large teams of markers, feedback use by large cohorts of students, nor its impact on students’ academic performance across successive assessment tasks. We have developed an innovative online system to collect large-scale data on digital feedback provision and use. Our markers (n=38) used both audio and typed feedback modalities extensively, providing 388+/-4 and 1126+/-37 words per report for first and second year students, respectively. Furthermore, 92% of first year and 85% of second year students accessed their feedback, with 58% accessing their feedback for over an hour. Lastly, the amount of time students spent interacting with feedback is significantly related to the rate of improvement in subsequent assessment tasks. This study challenges assertions that many students do not collect, or use, their feedback (Boud and Molloy 2013). More importantly, we offer novel insights into the relationships between feedback provision, feedback use, and successful academic outcomes.
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# Introduction

Feedback on student performance is viewed as one of the most influential and effective learning paradigms (Jonsson 2012; West and Turner 2015; Hepplestone et al. 2011; Hattie and Timperley 2007). Assessment reforms in higher education recognise the need for feedback that is timely, informative, and encourages positive attitudes towards future learning amongst students (Hepplestone et al. 2011; Boud and Falchikov 2006; Brearley and Cullen 2012; Knauf 2015), and there are many theoretical guides on how to improve feedback provision (e.g. Sadler 1998; Nicol and Macfarlane-Dick 2006; Hattie and Timperley 2007). It is extremely concerning, however, that a meta-analysis of the effects of feedback reported in the last 100 years found that for 38% of the studies analysed, feedback reduced performance compared with no-feedback controls (Kluger and DeNisi 1996). Spurred by this paradox, Hattie (2008) has dug deeper into the evidence and shown that it is not the feedback that educators **provide**, but rather the feedback that educators **receive** on student progress toward learning goals, that underlies the largest improvements in student learning. Thus, leaders in higher education assessment have argued that the prevalent misuse of well-intentioned feedback would be best addressed by academics shifting their focus away from how feedback is provided, toward understanding how students use feedback to improve performance in related assessment tasks, and using this evidence to drive changes in feedback provision (Boud and Molloy 2013). Such calls for reform in higher education feedback practices raise the question of what we know about student use of feedback.

Unfortunately, how students actually use feedback, and the relationships between student use of feedback and changes in assessment performance are poorly understood (for review see Jonsson 2012). Studies commonly report that students do not collect, or read, written formative feedback (Sinclair and Cleland 2007; MacDonald 1991). Further, it appears that when students do attempt to use feedback, they often lack the necessary strategies to do so effectively (Furnborough and Truman 2009). A recent, small-scale but detailed study, demonstrated very clearly and poignantly that students get frustrated and ignore feedback when they do not understand what to do with it (Still and Koerber 2010). On a brighter note, the increasingly widespread adoption of online marking and feedback tools makes it easier for students to collect their feedback (Hepplestone et al. 2011). When surveyed, the majority of students report accessing their feedback and re-listening to audio comments multiple times (Carruthers et al. 2014; Brearley and Cullen 2012). With the explosion of available evidence on assessment analytics (Ellis 2013), it is now possible to undertake large-scale, systematic and objective investigations of the extent to which student use the multi-modal feedback provided on electronic assessment items, and begin to understand how feedback use impacts on students’ subsequent academic performance.

In the context of multi-modal digital feedback on electronic assessment items, students report that the provision of audio feedback increases their engagement with, and usefulness of feedback (Rhind et al. 2013; Lunt and Curran 2010; Ice et al. 2007; Brearley and Cullen 2012). Furthermore, students report that a combination of typed and audio feedback is more useful than providing either typed or audio feedback alone (Still 2006). There are now many studies reporting that the use of audio feedback, or mixed audio and typed feedback modalities, improves the efficiency and timely delivery of detailed feedback (Lunt and Curran 2010; Gould and Day 2013; Merry and Orsmond 2008). However, most of these studies report on the use of audio feedback by a small group of enthusiastic academics (often the author(s)) and none have investigated the extent of uptake of mixed-modality feedback by large teams of casual academic markers or teaching assistants (TAs).

In the context of early stage, undergraduate biomedical science courses, cohorts of 800-1000 students are common, and learning to write in the scientific genre is essential for students to gain skills in science communication and a deep understanding of the experimental nature of scientific knowledge (Colthorpe, Rowland, and Leach 2013). Across many contexts, escalating cohort sizes continue to increase the divide between academics who coordinate such courses, the feedback being provided to students by markers, and the evidence of the impact the feedback on student performance across assessment tasks. First, such academics need access to evidence of the extent to which large teams of casual academic markers are providing feedback, and second, to the extent to which marking teams engage with new feedback tools and modalities (such as in situ audio annotations). Third, academics need evidence of the extent of feedback use by students, and last but most importantly, academics need evidence of the impact of feedback provision and feedback use on how students improve from one assessment task to the next.

This paper describes the use of a novel feedback system which allows markers to provide students with detailed, specifically targeted and personalised written, typed or audio feedback in a timely and efficient fashion. Most importantly, this system facilitates the tracking of both the provision of feedback by markers and student interactions with that feedback. In this study, this comprehensive feedback analytics capture system, has been used to investigate: 1) the extent to which large teams of markers use audio and typed feedback modalities, when marking laboratory reports across two iterations of two courses; 2) the extent to which students interacted with that feedback; and 3) the associations between feedback use and student performance on subsequent assessment tasks.

# Methods

## Educational context

This case study was conducted at a large, research-intensive Australian university, and was approved by the institutional ethical review board. The two, semester-length (13 week) courses described in this study are the first and second level courses required for students who wish to major in biomedical science (specialising in physiology, pharmacology, neuroscience or molecular and cellular biology) and are offered in two semesters per year. These level 1 and 2 biomedical science courses have been described in detail previously (xxxxx; xxxxx). Briefly, during the practical classes, students undertake hands-on laboratory experiments, and are given increasing levels of autonomy in the experimental design as they progress through the two courses (xxxxx). Students complete a report at the end of each practical/module. Each course has a designated practical coordinator (faculty member) who oversees the laboratory classes, is responsible for training of teams of TAs, and moderation of the marking and feedback that TAs provide. Assessment in the first level course offerings differ slightly between semesters, as the semester 1 course commences with a task that is identical to the others in format, is graded and has feedback provided, but is formative only. Assessment in the second level course offerings are identical each semester.

## Assessment items analysed in this study

Overall, the level 1 reports induct students into the conventions used for a scientific report and the level 2 reports extend students to strive for the level of publishable scientific article. The task requirements and marking standards (judged using criteria rubrics) are consistent within each course, with only the topic changing for each subsequent report. Thus within each course, these assessment items have ‘overlapping features’ (Boud and Molloy 2013, 20), where the key learning outcomes in scientific writing are kept consistent so that feedback from one report is directly applicable to subsequent reports.

In the level 1 course, students are guided through the practicals by an interactive, online laboratory manual built using LabTutorTM software (ADInstruments, New Zealand). This system is also used to scaffold students through the basic structure of the scientific article genre. At the end of each practical class, students export a document from the LabTutor system containing answers and the data their group has collected during the class. Students then work individually on the Discussion section and submit an individual report online 48 hours after each class. The reports are assessed by the students’ TA who provides feedback on the report at least five days before the next practical class.

In the level 2 course, students complete two practical modules, each consisting of three classes in which students develop new technical skills, plan an experiment, and then conduct that experiment, collect and analyse the data. One week after the final class of the module, students electronically submit an individual report, written to the conventions of a scientific journal article. As in the level 1 course, the students’ TA marks and provides feedback on the report. Students receive this feedback prior to the second class of the second module, in which they are also provided with generalised verbal feedback. In addition, students have opportunities to discuss the feedback with their TA in the final class of the module, before their second report is due, again one week after the completion of the module.

## Student cohort

During the period of this study, there were 733 and 972 students enrolled in the level 1 course, and 251 and 92 students enrolled in the level 2 course in 2013 Semesters 1 and 2, respectively. There were slightly more female (55%) than male (45%) students, the vast majority (90%) were 17 – 21 years old, domestic students (91%), with high- to mid-range university entry scores (84%). Just over half (53%) of the students taking these courses were enrolled in a three-year Bachelor of Science (BSc) or four-year dual degree combining BSc with another degree, or the Bachelor of Biomedical Science (four year research-focused program). An additional 21% were enrolled in one of four sports science degrees, and 12% were enrolled in the combined BSc/Medical program (in which students undertake an accelerated two-year BSc program and then enter a four-year, graduate entry Medical program). The remaining students were enrolled in a large range of single and dual degrees (e.g. Arts, Engineering), specialty degrees and applied science degrees.

## Feedback analytics capture system

The feedback analytics capture system is a ‘rich media’ marking system, which aims to help markers provide students with timely, detailed and situated feedback, with learning analytics integrated into the feedback process. A full walkthrough of the system is available online (xxxxx). Briefly, the system consists of three components: 1) Administration Interface that processes submissions for marking or moderation, 2) iPad Marking Application that allows markers and moderators to provide in situ feedback in the form of audio, typed and handwritten annotations and to mark student work using course-specific criteria and standards rubrics, and 3) Feedback Viewer which logs the interactions of the students with the feedback document and annotations.

### Administration Interface

The administration interface is a web-based application for course coordinators that assists in assigning submissions to markers working in large teams, and in moderating the marking and feedback provided by these large teams of markers. This interface is capable of converting a number of document formats for processing, including student work submitted digitally to online repositories and learning management systems (eg BlackboardTM, Washington DC, USA). Once submissions are loaded, they are automatically associated with the respective student (or groups of students), and assigned to markers. The marking workflow can be examined at any time by the coordinator, who can also moderate marked assignments at multiple stages of the marking process. Coordinators are presented with a submission workflow screen, which shows the stage at which all submissions are at within the marking process (Figure 1A).

### iPad Marking Application

XXMarkup is an iPad application is used by markers to provide feedback on student work. The XXMarkup app presents markers with all submissions that are assigned to them, and allows them to search and filter to find a specific submission (Figure 1B). Once a marker has chosen a submission to provide feedback on, they are presented with a full screen representation of the document (Figure 1C). A number of tools are available at the top of the interface, to allow the marker to annotate either by handwritten annotation (freehand or highlighter), typed annotation (via an onscreen keyboard), or situated audio annotation. The iPad application provides three tabs that can be shown or hidden by the user, including a marking criteria rubric, a list of all audio annotations contained within the document and an annotation library.

### Feedback Viewer

Once a submission has been marked, moderated by the coordinator if needed, and published by the coordinator, students receive an email notification that feedback is available. The email contains a unique link which allows students to log into the secure system and access a web based presentation of their submission with embedded annotations (Figure 1D). The feedback viewer is designed with two goals in mind: 1) to allow for in situ feedback without requiring additional software for the student, and 2) to capture information about how the student engages with the feedback. All information is time stamped so that information can be gathered on when and how long students viewed and interacted with each page and annotation.

## Data collection and analysis

A total of 5960 reports submitted and marked through the feedback analytics system in semester 1 and 2, 2013 were used for this study. The modality, length (duration or number of words) and position of each feedback annotation provided on all reports was recorded. To compare the extent to which markers used the audio and text annotation modalities, we converted the audio annotation duration to an estimated word count. Specifically, a randomly selected sample of 160 audio annotations were transcribed and their word count determined. Talking speed was relatively stable across audio annotations, as they contained on average 164+/-6 words per minute, which is also consistent with previous reports of 450-500 words per three minute audio feedback comment (Brearley and Cullen 2012). Then the length (in minutes) of each audio annotation was multiplied by 164 to allow a direct comparison of the length between typed and audio annotations. Clickstream logs were collected as students accessed their marked documents, recording the clock time of each click as student interacted with the marked document. Students’ academic performance on each report was also recorded. Throughout this study, quantitative analyses were performed using R 3.1.1 (R Development Core Team, Auckland, NZ). The results are expressed as mean and standard error of the mean (SEM) or as frequencies as appropriate. Statistical comparisons were made using MANOVA with Tukey post-testing and considered significant if the adjusted p value was less than 0.05.

# Results and Discussion

The increasing availability of online technologies, which allow the provision of multimodal feedback annotations that can be generalised or situated, has certainly increased the variety and flexibility of feedback delivery options (Hepplestone et al. 2011). However, it has also increased the variability of feedback provision and changed the way in which students interact with feedback, leading to potentially greater variability in student outcomes (Jonsson 2012; Hepplestone et al. 2011). The primary aims of this study were to understand how the different modalities of feedback available through online technologies affected feedback provision, both across successive student assessment tasks and within large cohorts with multiple markers, and to examine the way students interacted with the feedback provided. Analyses of feedback analytics data from laboratory reports submitted for assessment (Table 1) in two biomedical science courses in level 1 (n = 1705 students) and level 2 (n = 343), in Semesters 1 and 2, 2013, have shown that there are significant differences in the ways in which markers use the different modalities of feedback (Figure 2-4). In addition, the data demonstrates that there are substantial differences in the way students interact with their marked reports and feedback within them across the semesters (Figures 5-8).

## Feedback Provision

With respect to annotation position, markers used the the availability of *in situ* feedback possible with this marking tool was well utilised by markers, with annotations, whether typed or audio, being placed primarily in situ, and very few reports receiving ‘summary’ annotations either on the first (9%) or last (0.01%) page of the report text. This meant that each feedback annotation was placed near the specific portion of student work to which it referred. Previous studies investigating the impact of audio annotations have highlighted that students view the separation of audio comments from the relevant section of their work as confusing, for example when a single overall audio comment is provided, or when audio and text files are provided separately (Ribchester, France, and Wakefield 2008; Rodway-Dyer, Knight, and Dunne 2010). In this regard, the advent of completely online assessment submission and marking systems, which allow in situ embedding of feedback regardless of modality, represent a notable improvement in feedback provision.

Although markers used both the audio and typed annotation modalities, there was a clear difference in the extent to which markers used the two modalities between the year levels. For the first year reports, markers used more typed annotations per report than audio annotations (p<0.001; Figure 2A vs 2B). This was reversed for the second year reports, where markers provided nearly twice as many audio annotations as typed annotations per report (p<0.001; Figure 2A vs 2B). Thus, when comparing the year levels directly, markers provided slightly more typed annotations (p<0.001; Figure 2B) that were much longer (p<0.001; Figure 3B) on the first year reports compared with second year reports. Conversely, the second year reports received more audio annotations (p<0.001; Figure 2A) that were approximately 30% longer (p<0.05; Figure 3A) compared with the first year reports. Furthermore, these differences in marker behaviour between first and second year courses were consistent across semester (which involves approximately 30% change in marking, suggesting that modality preference was related to the curricula context.

However, audio annotations contained nearly eight times more words on average than typed annotations (p<0.001; Figure 3A vs 3B: note that the y-axis scale for Figure 3A is 10x greater than Figure 3B). Therefore, across both year levels, the total amount of feedback provided in audio annotations, in terms of word length, was significantly greater than typed annotations (p<0.05; Figure 4A vs 4B: note that the y-axis scale for Figure 4A is 10x greater than Figure 4B).

Therefore, regardless of any differences in marker preference for typed or audio feedback across the two courses, audio annotations contained a far greater amount of feedback than typed annotations.

When comparing between year levels, we found that In contrast, Thus, although the first year reports received around twice as much typed feedback as the second year reports in total (first year: 38+/-4 words/report; second year: 78+/-1 words/report; p<0.001; Figure 4B),

Overall, this resulted in a large difference in the total amount of feedback provided to the first and second year students. on second year work being three times greater than that on first year reports (first year: 388+/-4 words/report; second year: 1126+/-37 words/report; p<0.001). Not surprisingly, this was due to each second year report receiving, on average, approximately three times the total words in audio annotations than each first year report (first year: 309+/-4 words/report; second year: 1088+/-36 words/report; p<0.001; Figure 4A). this made very little difference to the total amount of feedback received by students.

Reports from second year students also took longer to mark (28.4+/-1.0 minutes) than first years’ reports (13.9+/-0.2 minutes; p<0.001). This may be related to the differences in task design between first and second year, with the second years’ reports being of greater average length (1909+/-150) than the first years’ reports (1269+/-99). Further, this reflect the higher degree of similarities between reports in the more structured first year practicals, and/or the higher expectations of scientific reasoning in the second year reports (xxxxx).

With the exception of the formative task (Report 0), markers tended to provide more audio annotations on the earliest reports in each year and semester, with the amount of audio feedback provided then declining on subsequent reports across each semester (Figure 2A). Interestingly, despite this decline, the average length of each in situ audio annotation was relatively consistent, with averages across semesters and year levels at 28.8+/-0.2 seconds per annotation. With an average talking speed of 164 words/minute, this would suggest that markers tend to give feedback in approximately 80 word ‘sound bites’, effectively a short paragraph of information. This contrasts with other studies where a single audio annotation is given, as these tend to be considerably longer (Gould and Day 2013; Ribchester, France, and Wakefield 2008), but may equate to a similar amount of audio feedback being provided overall on equivalent tasks (Ice et al. 2007; Lunt and Curran 2010).

While audio annotations were relatively consistent in length, the typed annotations declined between successive reports, at least for the first year course. In semester 1, first year students received the longest typed annotations on their formative task (15.4+/-0.2 words), but this dropped to half as long by the final report (8.9+/-0.2 words; p<0.001; Figure 3B). Although there was no formative task in semester 2, the length of the typed annotations provided to those first year students declined at a similar rate between successive reports (p<0.001), finishing at the same minimum by the final report (8.8+/-0.1 words; Figure 3B) as seen in semester 1. In contrast, the length of the typed annotations provided on second year reports remained unchanged across successive reports in each semester (p>0.05; Figure 3B), and were similar or even shorter than the typed annotations the first year students received on their final reports (p<0.001; Figure 3B). Indeed, the **number** of typed annotations provided on second year reports nearly halved from the first to the second report (p<0.001; Figure 2), resulting in an overall decline in the amount of typed feedback provided to second year students across the successive reports (p<0.001; Figure 4). Taking the total amount of audio and typed feedback provided on each report together (Figure 4), it is clear that markers provide a declining amount of feedback across the successive, linked assessment embedded in these curricula. While this might seem concerning when viewed alone, it is quite likely that the decline in feedback provision is linked to a similar decline in student use of the feedback, and inversely, to improvements in report quality (indicated by increasing academic performance) across successive reports. We turn our attention to these questions in the subsequent sections.

## Feedback use

### Proportion of students viewing report feedback

The vast majority of the first year students opened their marked reports (92%), although the proportion that did so tended to decline slightly across the semester, with the final report being opened by fewer students (83%; Figure 5). Surprisingly, the reverse was true in second year students. In comparison to the first year students, fewer second year students opened any of their reports (85%), with only 63% opening their first report and (a non-overlapping) 74% opening their second report. Notably, this pattern was consistent in each semester (Figure 5). It is difficult to identify the cause of this difference between first and second year students without further investigation. At this stage, it could be hypothesised that this reflects a lower engagement with assessment by second year students (Loughlin et al. 2013) or that there were differences in the in-class opportunities for students to gain verbal feedback on their first report. It is also possible that because the first year course included more subsequent reports and the feedback for the first report was released earlier in semester, first year students had more prompts and opportunities to access the feedback on their first report than the second year students. A preliminary analysis of the dates on which students access their feedback (xxxxx) suggests that the majority of both first and second year students access the feedback on the first report before the second report is due, but a more thorough analysis, along with additional data on student use of other feedback sources, is needed to convincingly test these hypotheses.

## Feedback viewing duration and pause times

In terms of the duration for which student had reports open, in each semester and year level the duration declined markedly from averages ranging between 3-7 hours for the non-final reports, down to 30-90 minutes for the final report (Figure 6). When the patterns of open duration across the cohorts were examined in more detail (Figure 7), it was apparent that subsets of students interacted with their marked reports for distinct periods of time. For the non-final reports in each semester (Figure 7A & C), the majority of students were divided approximately equally between those who opened their report for between one minute and an hour (41%), and those who opened them for greater than an hour (43%), with a smaller subset who opened their reports for less than 1 minute (6%) or did not open their report at all (10%). It is possible that these durations represent students engaging in different categories of behaviour (Warnakulasooriya, Palazzo, and Pritchard 2007), students who work through the feedback thoroughly (intermediate users); students who work through the feedback thoroughly and also use it directly to inform their subsequent report writing (long users); and a small tail of students who glance through their reports very quickly (short users), perhaps primarily to check their grade. This categorisation is supported by the timing and duration of openings across the assessment period. In the first year cohorts it was observed that there was a cluster of openings of marked reports shortly after their release and another cluster in the period 48 hours prior to the due date for the next report with the latter group being of longer open durations (data not shown). It is also supported by the pattern of open durations for the final reports from each semester, which have on average, much shorter open durations (Figure 6) and far greater proportions of students falling into the categories of shorter open durations, of less than one minute (17%), or between one minute and one hour (57%; Figure 7B & D). The duration and timing of students interaction with feedback occurring on the non-final tasks suggests that the students perceive these tasks to be sufficiently similar to one another for the feedback to be useful for the subsequent tasks (Boud and Molloy 2013) but also suggests that one of the key drivers for student interaction with feedback is the immediacy of its use on similar assessment tasks.

Furthermore, the analytics used in this study are able to go beyond simple duration of openings, with the ‘clickstream’ data providing the first insights into the temporal patterns of student interactions with feedback. These clicks represent student interactions with the report document, such as selecting a position within it, opening an audio annotation or scrolling. Students interacted with their non-final reports to a significantly greater degree compared with their final reports for both the level 1 course (Report 1: 105+/-2 clicks per report; Report 3: 38+/-1 clicks per report; p<0.001) and the level 2 course (Report 1: 202+/-10 clicks per report; Report 2: 67+/-4 clicks per report; p<0.001). In addition, the pauses between clicks may provide a useful lens for understanding how students are interacting with their feedback. On average, the amount of time students paused between clicks was 2.64+/-0.06 minutes for non-final reports, and 1.18+/-0.01 minutes for final reports. The vast majority of these pauses (83%) fell between 0.4 seconds and 3 minutes, with very few pauses exceeding one hour (4%; Figure 8A & B). This finding suggests that, despite the often considerable duration for which students had their reports open, they were spending much of this time actively interacting with the report, rather than simply leaving it open for extended periods. This pattern of behaviour was also very consistent across all non-final and final reports at both year levels (Figure 8A & B), such that it is likely that this represents the ‘normal’ pattern by which students interact with in situ feedback. Such detailed data representing how students interact with their feedback, and educational materials more generally, is now becoming increasingly prevalent in the age of ‘big data’ and learning analytics (Long and Siemens 2011) and we are currently at the tip of the iceberg in unpacking the behavioural correlates of such patterns in clickstream data. At this stage we hypothesise that minuscule pauses between scrolling clicks might indicate students accessing specific parts of their marked report, while short pauses between clicks are likely to represent students reading the feedback or their submission. Moderate duration pauses might indicate students working outside their feedback (for example on their next report), and very long pauses may indicate students leaving their feedback open in the background. We are currently undertaking studies to match this type of clickstream data to student behaviours in think-aloud videos conducted in interview situations and in natural settings (at home as students use their feedback to work on their next report), and the findings are providing very interesting insights with the potential for large-scale quantitative investigations with widespread generalisability.

## Academic Performance

Both first and second year students showed a steady improvement in their performance on each report within each semester (Figure 9), with the average achievement on each subsequent task being significantly higher than the preceding task, although the performance on the first task in the second year course was lower than that of the final report in the first year course. Potentially this reflects the increase in assessment complexity and expectations across the year levels (xxxxx). Interestingly, the average performance for the first year students in each semester was comparable between the summative tasks (p=0.15), but their performance on the formative task in semester 1 was lower than any summative tasks, regardless of semester (p<0.001; Figure 9). This suggests that students in semester 2 are not disadvantaged by the lack of the formative task, potentially the experience they have gained in completing a semester prior to commencing this course has been an effective substitute for any learning gains from the formative task (Kolb 1984).

When student performance was compared to the extent to which they viewed their feedback, a number of differences were apparent both in terms of the average mark received on any given report and on changes between reports. For example, first year, first semester students were categorised based on the duration for which they opened their Report 0 feedback, into unopened (n = 57), and short (<1 minute; n = 26), intermediate (>1 minute <1 hour; n = 264) and long (>1 hour; n = 320) open durations, and their performance on subsequent reports compared. There were no significant differences in average marks for Report 0 between any of the groups (p>0.56; Figure 10), indicating that students began with equivalent academic performance on this type of assessment task. Students who did not open, or who opened their Report 0 for short or intermediate durations, did not show any significant improvement in their marks until Report 2 (unopened and intermediate) or 3 (short), whereas those students who opened their Report 0 for long durations improved significantly by Report 1 and continued to improve significantly on each subsequent report (p<0.001; Figure 10). In addition, students who opened Report 0 for longer than 1hr had significantly higher marks for Reports 1-3 than students in the intermediate and unopened groups (p<0.05; Figure 10). The pattern of improvements in marks across Reports 1-3 for first year students in semester 2 is similar (data not shown); students in the long duration groups consistently outperforming other groups. Second year students also showed a similar pattern (data not shown), but by second year, students who open their Report 1 feedback for long durations already outperform those who do not open it. This may suggest that students in second year who behave differently in relation to their feedback are carrying forward their patterns of behaviour and associated learning gains from first year. Our use of this feedback analytics system over consecutive years will help us to investigate this longitudinal question in the future. At this stage, our findings are consistent with the views (Boud and Molloy 2013) that students who spend longer with their feedback open are more likely to have greater and more rapid improvements in achievement on subsequent tasks than those who never open or who only open their feedback briefly.

# Conclusions and Implications

It is clear from our findings that the majority of students, when presented with feedback electronically, open and interact with that feedback for considerable periods of time. However, the marked decline in use of feedback provided on final reports in any given semester demonstrated that immediacy of usefulness is one of the primary drivers of student interactions with feedback. The findings of this study provides reproducible evidence, from several cohorts of students, which provides empirical support for several theoretical frameworks for feedback practice (Boud and Soler 2015; Nicol and Macfarlane-Dick 2006) and have important implications for practice. Firstly, it suggests that it is more efficient to focus feedback provision on the earlier tasks in any sequence, as students are less likely to use and demonstrate learning gains from feedback on final tasks. Secondly, it suggests that students will benefit from an increase in the vertical integration of successive tasks, both within and across semesters. If assessment tasks are deliberately designed to build from earlier tasks, and the links between the sequential tasks are made explicit, students may be more inclined to draw on feedback from preceding tasks.

It is also apparent from our findings that the extents to which students interact with their feedback impacts significantly on their performance. Students who had limited or no interaction with their feedback did not improve to the same extent, or as fast as those with higher levels of interaction. However, this investigation has begun with a broad marker of academic achievement. In the future, a more detailed analysis of variations in individual’s behaviour, including their interactions with feedback annotations of varying modalities, and extent of changes in performance within specific criteria, will help to identify those areas students learn easily, those areas which are more problematic and the specific types of feedback which help students through such difficult learning transitions.

Prior to this study, research on the impact of different modalities of feedback (i.e. typed based versus audio feedback) has primarily investigated student perceptions of the impact of feedback (Ice et al. 2007; Carruthers et al. 2014; Rhind et al. 2013; Lunt and Curran 2010; Merry and Orsmond 2008), but has not quantified the interactions of students with different forms of feedback, with just a few studies having employed methods to observe students actually using feedback (Dessner 1991; Dohrer 1991; Still and Koerber 2010). Consequently, there has been a clear need for empirical evidence of nature of feedback provision in large teams of markers, student use of that feedback and its impact on subsequent work. To the best of our knowledge, the analytics captured in this study have provided the very first large-scale, quantitative insights into the degree to which students are interacting with the feedback provided on their formative and summative assessment submissions. The initial data generated demonstrates the notable potential of this method to provide quantitative information to researchers, academics, markers and students on the provision of feedback by markers and students’ interaction with that feedback, to guide the refinement of theoretical frameworks on effective feedback practices.
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Table 1: Number of assignments processed through the feedback analytics capture system used for the analysis in this study

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Course | Semester | Report 0\* | Report 1 | Report 2 | Report 3 |
| Level 1 | 1 | 682 | 674 | 671 | 667 |
|  | 2 |  | 897 | 870 | 854 |
| Level 2 | 1 |  | 239 | 241 |  |
|  | 2 |  | 85 | 80 |  |
| Total |  | 682 | 1895 | 1862 | 1521 |

\* Report 0 is a formative task that was only offered in the Level 1, Semester 1 course.

Figure 1. A) Administration Interface B) iPad library of submissions available for marking or uploading; C) iPad feedback view, with examples of each type of annotation embedded; D) Feedback viewer showing annotated document.

Figure 2: Number of audio and typed annotations for level 1 course (Report 0: n=681, Report 1: n=1559, Report 2: n=1535, Report 3: n=1516 and for the level 2 course (Report 1: n=299, Report 2: n=295). Shown is the A) Mean+/-SEM number of audio annotations per report across two semesters of level 1 and 2 subjects; B) Mean+/-SEM number of typed annotations per report across two semesters of level 1 and 2 subjects. \* indicates a significant difference in the number of annotations between first and second year reports (p<0.05).

Figure 3: Number of words provided in audio and typed feedback for level 1 course (Report 0: n=681, Report 1: n=1559, Report 2: n=1535, Report 3: n=1516 and for the level 2 course (Report 1: n=299, Report 2: n=295). Shown is the A) Mean+/-SEM number of words in audio annotations in reports across two semesters and levels; B) Mean+/-SEM number of words in typed annotations in reports across two semesters and two levels. \* indicates a significant difference in the length of annotations between first and second year reports (p<0.05). NB: The y-axis scale for A is 10x the y-axis scale for B.

Figure 4: Total amount of feedback provided in audio and typed feedback for level 1 course (Report 0: n=681, Report 1: n=1559, Report 2: n=1535, Report 3: n=1516 and for the level 2 course (Report 1: n=299, Report 2: n=295). Shown is the A) Mean+/-SEM number of words in audio annotations in reports across two semesters and levels; B) Mean+/-SEM number of words in typed annotations in reports across two semesters and two levels. \* indicates a significant difference in the total amount of feedback between first and second year reports (p<0.05). NB The y-axis scale for A is 10x the y-axis scale for B.

Figure 5: The proportion of students who looked at their feedback (shown as the proportion of students who received feedback in each cohort). Number of students in each cohort: Level one semester 1: n=682; Level one semester 2: n=897; Level two semester 1: n=239; Level two semester 2: n=85.

Figure 6: The duration students had their report feedback open for the level 1 course (Report 0: n=682, Report 1: n=1571, Report 2: n=1541, Report 3: n=1521) and for the level 2 course (Report 1: n=324, Report 2: n=321). Data are expressed as the mean+/-SEM time for which each report was open, in hours.

Figure 7: The number of students who had their feedback open for various durations following the level one semester one course A) formative report (Report 0: n=682), and B) final report (Report 3: n=667), and the level two semester one course C) first report (Report 1: n=239), and D) final report (Report 2: n=241). Data are presented as a frequency histogram showing the number of student across the log transformed open duration.

Figure 8: Frequency histogram of the duration that students pause between clicks when interacting with feedback for the A) non-final reports (n=3686 reports) and B) final reports (n=1509 reports). Data are expressed as the proportion of pauses students took between clicks, ranging from milliseconds to hours (x scale is log transformed to improve clarity).

Figure 9: Overall final mark for reports in the level 1 course (Report 0: n=682, Report 1: n=1571, Report 2: n=1541, Report 3: n=1521) and for the level 2 course (Report 1: n=324, Report 2: n=321). Data are expressed as the mean+/-SEM mark that students achieved for each report, as a percentage. \* indicates a statistically significant difference in report mark (p<0.05).

Figure 10: Final marks for reports in the level 1, semester 1 course, with students categorised based on the duration for which they opened their Report 0 feedback into unopened (white bars; n = 57), and short (light blue bars; <1 minute; n = 26), medium (medium blue bars; >1 minute <1 hour; n = 264) and long (dark blue bars; >1 hour; n = 320) open durations. Data are expressed as the mean+/-SEM mark that students achieved for each report, as a percentage. \* indicates a statistically significant difference in report mark (p<0.05).